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Abstract

In this paper we investigate the suit-
ability of a fuzzy system as a classi-
fier for imbalanced data problems. Pri-
marily, the fuzzy model performance is
evaluated on artificial data sets, gener-
ated with various levels of size, com-
plexity and imbalance. It is investigated
what combination of the three problem-
atic issues makes the learning problem
harder [4]. A theoretic analysis shows
that for a fuzzy classifier the “imbal-
ance problem” is no longer a problem.
By considering a relative frequencyto
the class sizethe imbalance factor is
eliminated.

Keywords: Classification, Fuzzy Sys-
tems, Imbalanced Data.

1 Introduction

Many real world problems deal with imbalanced
learning. More exactly, there are very few exam-
ples available form a class in respect to the other
class. If the function to be learned by the system it
is complex too, besides the imbalance factor, the
classifier has difficulties to model the data. In this
paper it is investigated how much imbalance and
complexity a classifier can handle. Results of re-
search work in this area have important practical
applications in fields such as:� Medicine - diagnosis of rare disease;� NASA - system failure of a shuttle in mis-

sion;

� Army - discriminating between friendly and
hostile weapons;� Industry - credit cards or phone calls fraud
detection.

In all these cases a system capable to recognize
the imbalanced class (small class) is desirable.
As described in [5] in some cases, human opera-
tors of such systems learn to recognize conditions
leading to failure and act before this actually oc-
curs and, in many cases automatic systems can be
trained to recognize failures too.

The issue of learning of imbalanced classes (obvi-
ously from imbalanced data sets) has recently re-
ceived increased attention, as it can be seen from
the scientific events dedicated to this topic [11].
A complete review of the various approaches
adopted for this problem is not within the scope
of this paper, although it is interesting to note
that from the research to date it appears that the
usual approaches to learning, such as decision
trees, networks, etc, are not immediately appli-
cable to this problem. A common, and justifiable
approach is to re-balance the classes, either by in-
creasing the number of data points for the small
classup-samplingor by decreasing the number of
points in the large classdown:sampling. Another
common approach is that of assigning different
error penalties: an error on a data point belong-
ing to the small class would have a larger penalty
than one for the large class. However, it can be ar-
gued that the effect of assessing penalties is equiv-
alent to changing the relative data distribution in
the two classes, or, in other words, to re-balancing
the data.



A fuzzy set based approach for this type of prob-
lem is new, having been introduced by the authors
in [7], although the basic technique for deriving
the fuzzy sets is not. It can be said that the study
presented in [5] addressed the same problem al-
though not explicitly and the emphasis there was
more on the procedure of deriving the member-
ship function for a class than on the type of classes
to be learned. Different from [7] where the use
of the fuzzy set approach was deemed necessary
because of the overlapping nature of the data, in
the current approach this is not the case. The re-
sults of [7] suggested that the overlap (and not the
imbalance) affected the performance of the fuzzy
classifier, fact that motivated the current study.
Further motivation came from the desire of dupli-
cating the experiments of [4] were a neural net-
work classifier was derived for modeling imbal-
anced classes. It is expected that, because a fuzzy
set reflects the size of the training data used to
derive it, such an approach does not need prepro-
cessing of the data, such a re-balancing or penalty
assessment.

Table 1: Example of data sets: each table cell
shows the number of data points for the positive(+),
negative(-) classes, for the indicated combination of
complexity (c), size(s) and imbalance levels(i).

2 INTERVALS 32 INTERVALS
(c=1) (c=5)
s=1 s=5 s=1 s=5

i=1 157+ 2500+ i=1 160+ 2496+
20- 156- 16- 160-

i=5 157+ 2500+ i=5 160+ 2496+
157- 2500- 160- 2496-

2 Data Sets Generation

For this study the binary learning problem (pos-
itive and negative class) is considered. The data
sets (total number of points is 5000) are gener-
ated randomly from the interval0� 1000 using a
uniform distribution. There are55 = 125 data
sets each of which consists of one dimensional
data points labeled1 or 0 for the positive or neg-
ative class respectively. In generating the data
set five levels of complexity( = 1; : : : ; 5), size(s = 1; : : : ; 5) and imbalance(i = 1; : : : ; 5) are
considered such that each of the125 sets is char-

acterized by a different combination of these three
aspects: complexity/size/imbalance. The domain
is divided into2 equal intervals such that con-
tiguous intervals have opposite class labels. The
number of alternating intervals gives the com-
plexity level [4]. The number of points sampled
from each class (and hence interval) depends on
the size of the domains as well as on the imbal-
ance level.

More precisely, the complexity determines the
number of alternating intervals in the domain0; : : : ; 1000 according to the equation (1):omplexity = 2;  = 1; : : : ; 5 (1)

The different size levels are used to generate sets
of different sizes according to the equation:size = round ��500032 �s � 2� ; s = 1; : : : ; 5

(2)

where is a given complexity. For example the
biggest data set has5000 data points (fors = 5)
and the smallest has312 points (fors = 1).

The imbalance factor is applied only to the nega-
tive class, so that if from a total ofM (here5000)
pointsN are sampled for the positive class, thenN � 132=2i data points are sampled for the nega-
tive class, fori = 1; : : : ; 5. The valuesi = 1 andi = 5 lead to highest and lowest (no imbalance)
imbalance between the classes respectively. To
further illustrate the data sets, table 1 shows eight
examples of data sets (the extreme cases).
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Figure 1: Test on file 211 - 0 errors.
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Figure 2: Test on file 211 - 1 error.
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Figure 3: Test on file 151 - 0 errors.

3 Methods

As already mentioned in section 1 various ex-
isitng approaches have been applied to the prob-
lem of learning of imbalanced classes. A brief
critical review, which further justifies the current
approach, is included below:

3.1 Existing Approaches

Traditional approaches to classifiers have been
presented in several studies, including neural net-
works, decision trees, support vector machines,
[3], [4], [10].

It appears that each of these approaches suffers
when used for the problem of learning of imbal-
anced classes. For example, for decision trees,
pruning of the decision tree may cause serious
problems such as loosing entirely the small (and
therefore the most interesting) class. Moreover,
if the small class is assigned high penalty for er-
rors (e.g. system failure in the space shuttle), then
definitely a decision tree is not the right system to
use for this classification problem.
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Figure 4: Test on file 151 - 1 error.

Problems may arise also when using a neural
network approach for imbalanced classification:
neural network might consider the small class as
noise and end up not learning it at all or the com-
puted weights will be biased towards the class
containing many examples. To avoid this type of
mistraining, the neural network is trained using a
re-balanced data set.

The problems mentioned above are not present in
a fuzzy system as this will neither loose the small
class nor consider it as noise. The two classes are
modeled independently, each by a fuzzy set which
are used in the subsequent testing step. The fuzzy
model bothlearns the class representation and
discriminates between classes(it combines the
discrimination and recognition methods).

Moreover, training of the fuzzy classifier is not
order dependent, whereas training of a neural net-
work depends on the order in which the training
data is fed, sometimes to such extent that for some
particular order of data the network does not con-
verge (although for a shuffle of the same data it
will). For decision trees, different trees result for
different selection of features.

Finally, from a computational point of view, fit-
ting the weights of a neural network or finding
the smallest decision tree are both NP-complete
problems [2]. For this reason heuristic algorithms
such as gradient descent (for neural networks) and
greedy search (for decision trees) are necessary
and have been applied with great success. By con-
trast, from this point of view too, the fuzzy classi-
fier, presents an additional advantage, namely that
it is computationally deterministic.



3.2 The Current Approach : The Fuzzy
Classifier for Imbalanced Classes

As already mentioned the current work extends
the ideas first proposed in [7]. For the sake of
completeness this section includes some the ideas
presented there.

3.2.1 Generating a fuzzy set from data

Given a collection of data points, summarized
by a normalized histogram (or empirical discrete
probability distribution),H = ff(i); 0 � f(i) � 1; nXi=1 f(i) = 1g (3)

a fuzzy set representation for it can be defined as
shown in equation (4).�(k) = kf(k) + f(k+1) + f(k+2) + :::+ f(n) (4)

wheref(k) and�(k) denote thekth largest value of
the frequency distribution and membership func-
tion respectively.

Equation (4) is derived as a particular case of a
general procedure converting a relative frequency
distribution into a fuzzy set [6]. The fuzzy set cor-
responding to this conversion is maximal in the
sense that it can be shown to be the closest to the
crisp (non-fuzzy) set with the same support. It is
easy to see that when the data are sampled accord-
ing to the uniform distribution such thatf(k) = 1n ,
for all k, the membership function obtained ac-
cording to (4) reduces to the indicator function of
a crisp set, that is,�(k) = 1 for all k.

3.2.2 Training the fuzzy classifier

The two classes were separately modeled into
fuzzy sets as described on previous paragraph.
The fuzzy set from the positive class is extended
with the endpoints of the subintervals from the
negative class and their membership values to the
positive class are set to0. Similarly, the final
fuzzy set was derived for the negative class. This
augmentation step it is necessary for the subin-
tervals margin areas: the examples used to train
the classifier do not cover the whole subinterval
and for the test points coming from the uncovered
margins areas, the memberships values to the two

fuzzy sets still has to be evaluated. In this way,
the positive and negative fuzzy sets stretch on the
whole domain, as can be observed from Figure
5. The alternating subintervals (belonging to dif-
ferent classes) are not overlapped but, due to the
augmentation step, the constructed fuzzy set is. A
geometrical illustration of the obtained fuzzy sets,
after the augmentation step, is presented in Figure
5 for a level of complexity = 2.

Figure 5:An intuitive example of positive and nega-
tive final fuzzy sets.

3.2.3 Testing the fuzzy classifier

For a testing point, two membership values to the
two fuzzy sets obtained at the training step are
computed and compared. The data point is con-
sider to belong to the class to which the member-
ship value it is greater. When a testing point is not
present in the training set its membership value to
the set is computed by interpolation of the near-
est points that surround the given point (see Fig-
ures 1, 2, 3 and 4); in this figures the first digit on
the file name represents the complexity, the sec-
ond, the size and the third, the imbalance level.
For the positive test data, the membership values
to the positive fuzzy set are plotted as pluses and
to the negative fuzzy set as circles; similarly, for
the negative test data the membership to the pos-
itive fuzzy set is represented by triangles and to
the negative fuzzy set by stars. The lines repre-
sent the interpolation line obtained from training
at augmentation step in the endpoints regions of
the subintervals, as described on previous para-
graph.

4 Results

The results are evaluated on average over100 runs
for randomly selected training and testing sets.
For each run50% of data were used in the train-
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Figure 6: Cumulated error (positive and negative
class). Figures(a); : : : ; (e) correspond tos =1; : : : ; 5; In each figure, the groups 1 to 5 correspond
to complexities levels, = 1; : : : ; 5 and, within each
group, the bars correspond to the error for imbalance
levelsi = 1; : : : ; 5.

ing step to obtain the fuzzy sets and the other50%
of data were used for testing purpose.

Figure 6 shows the cumulated error over both
classes for all25 data sets, respectively. In fact
the error for the positive class is much smaller in
all the situations and this can be observed from
the Figure 7 where the error is plotted individu-
ally for each class.

Figures 8, 9 and 10 show the error surface (on the
imbalanced - negative - class, only) as a function
of two aspects when the third is constant. For ex-
ample, the top plot in figure 8 represents the error
as a function of complexity and size for the im-
balance leveli = 1 (the highest imbalance level)
while the bottom plot in the same figure repre-
sents the same for the imbalance leveli = 5 (there
is no imbalance).

From these figures it can be observed that the
classification is poor only for acritical combina-
tion of small size (s=1), high complexity (c=5)
and high imbalance (i=1) (see Figures 8(top),
9(bottom) and 10(top). The critical combination
is given by the extreme cases: very few data
points to model the classes, high imbalance and
very complex class to be learned by the system.
When only two of these three critical factors are
present, the fuzzy classifier performs well. For
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Figure 7: The error measured independently for the
negative and positive class: the plots(a); : : : ; (e) cor-
respond to = 1; : : : ; 5; the groups labeled5, 10, 15,20, 25 correspond tos = 1; : : : ; 5, and inside each
group the imbalance level iss = 1; : : : ; 5, from left to
right. For each pair of bars, the left bar represents the
error for positive class and the right bar for the nega-
tive(imbalanced) class.

example, even for a very complex class with high
imbalance when sufficient training points(s =5) are given, the fuzzy classifier can learn well
the class as shown in figure 10(bottom). Simi-
larly, the other two combinations are plotted in
figure 8(top) for small size, high imbalance but
low complexity( = 1) and in figure 9(bottom)
for small size, high complexity and no imbalance(i = 5).
The imbalance factor affects the performance
only for a combination ofhigh complexityof the
concept to be learned and verysmall data size. In
this case the training data is not sufficient to cover
well the complex domain so the classifier is un-
able to learn (parts of) the small class. For exam-
ple,when = 5, s = 1 andi = 1 many of the16
subintervals of the imbalanced class do not have
data points in the training step since there are only8 points to model the class. In fact, in this case,
the lowest recognition error that one might expect
(using any classifier) is at least50% (when each
of the eight training points falls in a different in-
terval). For increased size of the training set, even
with a high complexity level the fuzzy classifier
does well as the plot in figure 10(bottom) shows.

Comparing these results with a similar experi-



1

2

3

4

5 1

2

3

4

5

0

20

40

60

80

100

Size of the data setComplexity

E
rr

or
 o

f t
he

 im
ba

la
nc

ed
 c

la
ss

1
1.5

2
2.5

3
3.5

4
4.5

5

1

2

3

4

5

0

20

40

60

80

100

Size of data setComplexity

E
rr

or
in

 th
e 

im
ba

la
nc

ed
 c

la
ss

Figure 8: The error surface as a function of size
and complexity for constant imbalance1(top) and5(bottom).
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Figure 9:The error surface in function of size and im-
balance for constant complexity1(top) and5(bottom).
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Figure 10:The error surface in function of complex-
ity and imbalance for constant size level1(up) and5(down).

ment [4] where a neural network was used as clas-
sifier, it can be concluded that the fuzzy model
learns better both the balance and imbalanced
classes and that its prediction power is much bet-
ter (Figure 6).

5 Conclusions

As already mentioned when applied to the prob-
lem of modeling imbalanced classes the fuzzy ap-
proach eliminates the effect of imbalance. This is
due the fact that the fuzzy classifier models each
class independently taking into account the size
of the training set for each class rather than that
of the whole training set.

The fuzzy set approach deals well with the imbal-
ance aspect in all but one combination of the com-
plexity and size levels:high complexity, small
overall size of data set. For any other combina-
tion of imbalance / complexity / size, the model is
robust and gives good classification rate. A fuzzy
approach is a valid answer for the question“What
classifier is suitable for imbalanced classification



problems?”.

6 Future work

Taking into account the current research on fuzzy
classifiers, and previous reported work on neural
networks [4], decision trees [3], support vectors
machines [10] for the problem of learning of im-
balanced classes one can envision various direc-
tions for future work in this area. This should
include probabilistic approaches and the suitabil-
ity of the probabilistic classifiers for imbalanced
data classification. It was assumed in the current
study as well as in [4] that the two classes have
the same underlying distribution (uniform). Stud-
ies where these distributions are different should
also be considered. Another problem, most use-
ful in the context of online learning, is the study
of the imbalanced problem in the framework of
the adaptive learning systems in which as data are
obtained online the three factors of complexity,
imbalance and size change.
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